Abstract—We consider the problem of setting the hyperparameters of one or more surrogate-assisted evolutionary optimization algorithms, and similar methods such as Bayesian Optimization (i.e. Gaussian Process regression combined with an acquisition function for choosing next solutions to sample), which are often used for problems with expensive function evaluations. It has been remarked elsewhere that these algorithms can be started with an initial experimental design, or with a random sample, or by starting from only two points. We here investigate how to make such choices. By equating the use of random search for the initial population (or design) with running a single-point random searcher for some few initial samples (and extending this view to other initialization methods) it seems clear that these methods (initialization + Bayesian optimizer) are rather like an algorithm portfolio, and something can be learned from that literature. However, we start largely afresh with experiments that combine different sampling methods (random search, Latin hypercube) with Gaussian processes and different acquisition functions (expected improvement, and a generalisation of it). We consider a number of different experimental setups (functions and dimensions), and attempt to get a rough view of what works well where. Our work complements some previous Evolutionary Computation work on initialization using subrandom sequences, and experimental designs, but considers more modern algorithms for expensive problems.

I. INTRODUCTION

Recent trends in Bayesian optimization play down the importance of an initial sampling plan, starting with only one or two points. High profile examples are Spearmint [18] and SMAC [6]. But this wasn’t always the case: the well known EGO algorithm [9] starts with an initial sampling plan (or space filling design), specifically a Latin hypercube design of approximately 10d points, d being the number of dimensions of the search space.

In our work we test these claims under a different perspective, that of an algorithm portfolio. We look at space filling designs as optimization algorithms themselves, and make a more general claim: that different algorithms are better suited to different parts of the optimization process. This extends beyond using just two algorithms: it is perfectly possible, and potentially useful, to select three or more algorithms for different stages. As an example, using random search or a Latin hypercube at the initial stage, using SMAC in the intermediate stage, and Spearmint in the final stage. Of course, the more algorithms are chained together the more possible switch points that must be selected, and we would have on our hands a large hyperparameter optimization problem that may be unnecessarily complicated and challenging to solve effectively.

Traditional algorithm portfolios consist of a set of algorithms from which we choose at each step. We contend that this presents an overly large number of degrees of freedom in the portfolio, since we can be fairly sure that exploration is needed more at the start, exploitation more at the end, and can identify a priori an ordering of switching between algorithms. This reduces the need for hyperparameter optimization (referred to above) quite considerably.

II. BACKGROUND

We differentiate between two kinds of optimization algorithms: sequential and non-sequential (or nonadaptive). Whereas sequential algorithms base the decision of where to sample next on the results obtained in the previous samples, non-sequential algorithms set out a sampling plan in advance and proceed with it. Non-sequential optimization algorithms generally assume no prior knowledge of the search space and attempt to sample the whole space evenly, in a purely exploratory fashion. Because of this, they are generally known as space filling designs. We recommend [21] for a review of some of the methods of each type.

A. Space filling designs

1) Random search: Random search is possibly the simplest optimization heuristic used, but nevertheless performs well in some scenarios [2]. As it can be intuited, the whole algorithm consists of sampling random configurations and returning the best one found. Because of its simplicity and its usefulness in some tasks, it is commonly considered as a baseline when assessing the performance of other algorithms.

2) Latin hypercube design: Latin hypercube designs attempt to address a commonly perceived weakness of random search, the possibility of several samples being clustered together in a small space, while leaving other portions of the search space less explored. It works by dividing each dimension of the search space into equal parts and assigning samples such that there is a sample in each part of each dimension. An example of this can be seen in figure 1. Many
 Sequential algorithms take into consideration the points sampled so far when selecting a new candidate point. Established techniques generally can be split into model-free (e.g. evolutionary algorithms, particle swarm optimization) and model-based (e.g. EGO [9], Spearmint [18], SMAC [6], SPO [1]). Model-based optimization (mostly synonymous with Bayesian optimization) follows a specific pattern for each iteration:

1) create a prediction model \( M \) based on currently sampled points;
2) find the best point(s) to sample next by maximizing an acquisition function, which itself is based on model \( M \);
3) sample the new point(s);
4) repeat from the first step unless a stopping criterion is met — commonly just a limit on the number of iterations.

Different components can be put together to form an algorithm; we discuss some common choices. For longer expositions of than we can afford here, we refer the reader to [5], [17].

1) Gaussian process (GP) model: Optimization viewed from a Bayesian framework assumes a prior distribution over the search space. Gaussian process regression models are one of the most commonly used prior distributions in Bayesian optimization. They represent an extension of the multivariate Gaussian distribution to infinite dimensionality, in the sense that each point in the search space is treated as a random variable, or one dimension of the Gaussian distribution. A spatial covariance function between points is defined in order to fully specify the Gaussian process. For details on how to select a suitable covariance function and generally more details on Gaussian processes we refer the reader to [14], likely the best known book on Gaussian processes.

2) Random forest model: Random forests [4] are a well known model that works by aggregating the result of many decision trees, with various forms of randomness introduced in the training of the individual trees. In order to address the exploration versus exploitation tradeoff during the optimization, the model used should output both a prediction, as well as the uncertainty of its prediction (in the form of a confidence interval). While random forests were not designed with this aim, the authors of SMAC use the empirical mean of the individual trees to achieve the same effect [6], which works well in practice, even though it is a heuristic with no theoretical backing.

3) Acquisition functions: The acquisition function (also known as the infill criterion) is a quantity we define that measures the usefulness of sampling a certain point next. By this definition, the next point we should sample is the one that maximizes the acquisition function.

One of the most successful acquisition functions used so far is the expected improvement (EI) [11], which generally achieves a good balance between exploration and exploitation. Assuming a minimization problem, the improvement that is brought by sampling a new point is defined as

\[
\text{EI} = \max(0, f(\text{best}) - f(x_p))
\]

where \( f(\text{best}) \) is the best function value found so far and \( f(x_p) \) is the value of \( f \) at the point we’re sampling next. However, the value of \( f(\theta) \) is unknown until we actually sample, but we can integrate over all values of \( f \).

The expected improvement then becomes

\[
\text{EI} = E[I]\]

A generalization of the expected improvement: \( E[I'\theta] \) is defined in [16], for which higher values of the parameter \( q \in \{1, 2, 3, \ldots\} \) make the optimization more exploratory. In [6], [7] a variation of the expected improvement is used that takes into account the log-transformation of the output values.

One of the older acquisition functions used is the probability of improvement (PI) [10], which favours local exploitation over exploration if the target is unknown [8]. Another acquisition function we mention is the upper confidence bound (UCB) [19], which originates from the multi-armed bandit literature.

4) Maximization of the acquisition function: Acquisition functions provide us with a measure of the benefit of sampling a specific point, but we are left with finding the sample that maximizes this quantity — an optimization problem in itself. Fortunately, most of the time the acquisition function is available as a closed-form solution, which is cheap to evaluate by comparison to the original problem. Therefore, the choice of optimizer for this stage is largely problem dependent, with

\[
\text{EI} = E[I] = \int_{-\infty}^{\infty} xp(f(\theta) = x)dx.
\]
We compare the results of several optimisers over five test functions. Branin, Modified Branin, and Hartmann 6d are functions in the continuous space, while SVM and LDA parameter optimisations are done over a preset grid. All optimisers sample a number of points before proceeding with the $GP + EI$ approach. We compare optimisers that sample 2 points randomly (denoted RND2), 2d points randomly, where d is the number of dimensions in the test function (denoted RND4, RND6, or RND12), and that sample 2d points in a Latin hypercube (denoted LH4, or LH12). We also included random search and a Latin hypercube-only search for comparison (denoted RND50, RND100, RND200, LH50, LH100, LH200). Note that we did not test Latin hypercube methods in the grid-based test functions, as to our knowledge there is no way to apply this. All tests are averaged over 100 runs.

III. HYPOTHESES

Given conflicting claims in the literature, our first aim is to shed some light on the topic of initialisation in Bayesian optimisation. We test the necessity of the initial sampling plan, as well as the specifics of the initialisation method (i.e. random vs Latin hypercube). We state that at least some form of initial sampling (greater than one or two samples) is necessary, for the simple reason that a model built on one or two initial points can’t predict anything meaningful. Specifically, the number of points in the initial design is expressed in terms of the number of dimensions or the total sampling budget. As a bare minimum, we suggest using $d + 1$ samples, with $d$ being the number of dimensions — any less and not even a linear regression over the points is well defined, so attempting to fit a nonlinear model would make even less sense. A larger initial sample might be more appropriate, but this depends entirely on the problem.

We take the opportunity to note here the difference in opinion on the topic of initialisation. On page 149 of [15]:

*It has not been demonstrated that LHDs are superior to any designs other than simple random sampling (and they are only superior to simple random sampling in some cases).* Agreeing with this is [13]:

*The first conclusion of this benchmark analysis is the limited influence of the initial design size on the optimisation results compared to other parameters.* But this is contradicted by [1]:

*The experimental analysis clearly demonstrated that the determination of a suitable initial design is of crucial importance for the second phase, which performs a local tuning.* We run tests using 2d points as the initial sample, slightly more than the bare minimum we suggest, but still considerably less than the $10d$ initial sampling of EGO.

We make the assertion that the balance between exploration and exploitation should not be kept constant throughout the whole optimisation process, but that more exploration is required in the initial stages than the final stages of optimisation, and the other way around for exploitation. Without loss of generality, a good strategy would be to cover most of the search space in the initial iterations, and then proceed to refine them. Otherwise, we run into the risk of prematurely refining substandard solutions, thus wasting valuable iterations.

To give an example, we look at the expected improvement criterion (EI). From a theoretical perspective EI is myopic: it is ideal if there is only one more point to be sampled, but otherwise it is less than optimal. Multi-step lookahead is possible with EI, and theoretically sound, but does not have a closed form solution, which makes the computation of even two-step lookahead computationally demanding. We direct the reader to [12] for a further discussion on the topic, with the mention that the authors discuss a Bayesian expected loss criterion, although the same holds for EI, as the two are similar.

Since the first part of an optimisation routine is the initial sampling, which is purely exploratory, and the second part is some form of strategy that balances exploration and exploitation, it makes sense to think of the whole optimisation as a multi-step process, or a portfolio of successive algorithms. We investigate using a succession of three algorithms: the initial design, a more exploratory version of EI, and finally the standard EI.
IV. EXPERIMENTS

A. Initial tests

The first set of tests is meant to establish the importance of the initial sampling plan. The sequential optimisation part is based on a Gaussian process model with expected improvement. For the initial sample we test two random points and a sample of size $2d$, the latter chosen either at random or using a Latin hypercube. As base comparisons, we add random search and Latin hypercube sampling without any sequential algorithm part, for a total of five algorithms compared.

As test functions we use Branin (two-dimensional, also tested in EGO), modified Branin\(^2\) (two-dimensional), Hartmann 6 (six-dimensional, also tested in EGO), and parameters for SVM and LDA on grids of precomputed values (also tested in Spearmint). All tests are repeated with 100 different random seeds.

B. Algorithm portfolios

The next series of tests will be done with a constant initialisation method, and varying the acquisition function. This will be either EI, E[I\(^2\)], or a succession of the two: E[I\(^2\)] for $2d$ iterations, then EI for the rest. We run E[I\(^2\)] before EI as it is more explorative, and as we have stated before, the initial iterations should be more focused on exploration than the last ones.

V. RESULTS

It is important to state from the beginning that making a useful comparison between optimisers is hard. Not only are differences small in terms of absolute value, but the optimiser ranking varies with the budget (i.e. one might be better if we can only afford a small number of function evaluations, but another for longer runs).

We denote by $S_{i,r}$ the function values sampled up to iteration $i$ for a run with random seed $r$, where $1 \leq i \leq I$ (the optimisation budget) and $r \in R$ (all the seeds used). The most common way of testing optimisation algorithms is to run each algorithm several times with a different random initialisation, and take the best value found up to each iteration and compare the average over the different runs:

$$\frac{1}{|R|} \sum_{r \in R} \text{best}(S_{i-1,r})$$

As we will see from the plots, this approach is at best incomplete. One reason is that different optimisers might find the same optimum, but might not converge at the same speed, which is often important. Another situation might arise in which optimiser $A$ finds better values in the first few iterations than optimiser $B$, but by the end of the run is surpassed by $B$. In this case, declaring one to be better depends on the budget of our task.

We look at two different types of plots — the log of the average best value, and the per-iteration normalised value (to 0 mean and 1 standard deviation). We do not show the absolute value of the function, as the differences between different optimisers are too close to be of any value. The differences are still small in log space, but are visible. By centering and dividing by the per-iteration average, however, we manage to highlight the differences between similar results. In order not to clutter the plots too much, we create two plots that compare between different optimisers.

The first series of tests compares methods of choosing the initial sample: 2 random samples, $2d$ random samples, $d$ being the number of dimensions, and a Latin hypercube of size $2d$. The results are shown in figure 2. Random search and
Latin hypercube-only search are also included for comparison. We will state the obvious first: random search and Latin-hypercube search are ineffective in all cases except when dealing with a very small optimisation budget. One curious result is the Latin hypercube search over the modified Branin function, which for the initial 10 iterations seems to converge significantly faster than the other optimisers, but does not manage to find any better solutions after that. Overall, the differences between the different initialisation strategies are small, but some differences can be noticed from the plots: in the Hartmann function and for SVM parameter optimisation, the random sample of size 2d gives the best results, while at the same time not being worse on the other benchmarks. Latin hypercube initialisation of size 2d seems to be marginally better for the Branin function, but slightly worse than the other two initialisation methods for the modified Branin and the Hartmann functions. Note that Latin hypercubes can’t be applied over a grid.

The second series of tests sets a fixed initialisation of 2d random points, and varies the objective function. We compare the usage of EI exclusively, EI[2d] exclusively, and EI[2] for the first 2d iterations (after initialisation) with EI for the final iterations. The results can be seen in figure 3. From our tests it seems like using standard EI leads to the best results. Using EI[2d] for 2d iterations, followed by EI performs almost as good as plain EI, with the Hartmann function being the only test function in which it performs slightly worse. Using EI[2] exclusively performs worse than either of the previous two methods. It is entirely possible that for a function that is less regular EI[2d] might be more efficient than EI, but so far our limited number of tests fail to show that.

If a specific type of problem is to be optimised many times, we recommend fine tuning the hyperparameters of the optimiser itself, like the initial sample or the acquisition function portfolio. If, however, one only wishes to optimise a problem once, some sensible defaults should be suggested. In this sense, using a random sample of size 2d seems reasonable, followed by a Gaussian process and Expected Improvement-based procedure. Using EI[2d] for a few iterations followed by EI might give slightly better results on some problems, but considering that in our tests the difference was small, for the sake of simplicity we recommend using only EI.

VI. CONCLUSION

The well-known no free lunch theorem in optimisation [20] states that averaged over the space of all optimisation problems all algorithms perform the same. Our tests show similar results, with the best optimisation method varying from problem to problem. This suggests we should focus on two goals when developing new methods: first, the optimisers should be flexible enough to allow careful tuning to the a specific problem when needed; second, they should have sensible defaults, that work reasonably well across all of the problems of interest.

In the context of the first goal, we suggesting having a wide variety of interchangeable components (i.e. initial sampling strategies, models, acquisition functions), and selecting the best ones to use for each problem, while at the same time tuning optimiser hyperparameter (e.g. initial sample size). Since we are interested in optimisation, we should not be scared of optimising the hyperparameters of our own algorithms. In the context of the second goal, having sensible defaults is desirable, such that the optimiser can be applied out-of-the-box on a new problem. In the future it would be interesting to investigate methods of predicting when to switch over from one stage to the next, if only to make the whole optimisation process more simple and efficient.

While our work tests the chaining of multiple algorithms over the course of an optimisation routine, more experiments would be beneficial to a better understanding. In particular, we mention testing on the hyperparameter optimisation of deep learning methods as seen in [18] and of integer programming and SAT solvers as in [6].
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