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Abstract—Adaptive evolutionary algorithms aim to enhance the performance of traditional evolutionary algorithms by adjusting their parameter in an online manner. The literature is rich with several adaptive evolutionary algorithm approaches. Their success required a good design of adaptive parameter control strategy that suited the problem at hand, which is a non-trivial task due to several alternative designs of adaptation strategies available today. In this paper, a framework for automating the design of adaptive evolutionary algorithm is presented. The framework utilizes the adaptive parameter control model and grammatical evolution to evolve the design of adaptive evolutionary algorithms for different problems.
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I. INTRODUCTION

In the field of evolutionary computation, several evolutionary algorithms (EAs), such as genetic algorithm, genetic programing, evolution strategy, have been proposed during the last view decades with a notable success when they are applied to a large set of combinatorial optimization problems. Their success is due to several adjustable parameters such as population size, crossover rate and mutation rate. However, most of these algorithms allow control to the user to tune the parameter values when they used for solving different problems to achieve an optimal performance. Furthermore, it has been argued that different parameter values may be optimal at different optimization stages [1-3], which makes the current research more focus on tackling the issue by using adaptive parameter control. Adaptive parameter control (APC) is used to tune the parameter in an online manner and during the algorithm execution by considering a feedback from an EA run such as solutions quality to monitor the algorithm performance and adjust the parameter values for future iterations.

Recently, the EA parameter control has been widely studied and many of APC methods have been proposed in the literature [4, 5]. Most of these methods are a domain and algorithm specific design, and some are limited to one or two parameters. However, the variation in these methods (in terms of its performance and structure) makes the choice of suitable APC methods for a specific problem or instance non-trivial, as there exist no general optimal APC method for EAs. This means that for EAs, the optimal APC method can considerably vary depending on the problem or instance at hand. In addition, some of the previous work such in [6] and [7] tried to combine different APC methods to improve the EA performance. Yet, several alternative combinations of APC methods are still not explored. In the context of EAs, reference [5] has presented an interesting survey about the parameter control methods. The authors concluded that: more investigations about the combination of different control mechanisms could be performed, and developing a generic framework for APC could be helpful.

Reference [4] proposed a generic model of the state-of-the-art APC methods based on a comprehensive review of the literature. The authors distinguished between the optimization process and the control process of the adaptive EAs. The control process has been further divided into four components, namely, feedback collection, effect assessment, quality attribution and selection (see section II-A). Each component represents a stage of the parameter control accompanying with several possible adaptive strategies for each stage. However, by considering this model, the architecture of every adaptive EA can be mapped into the four components. Thus, a complete design on any adaptive EA should have at least one strategy for each component, and each strategy can be implemented by using one of many predefined rules or methods. In fact, we can use the model as a cornerstone to facilitate the design of any new adaptive EA, but it still time consuming to perform this task manually as it encountered with several non-trivial selection or combination the most suitable variant of strategies (and so its rules) which are associated with each component to address the problem at hand.

In recent years, several automatic designs of the algorithm were presented to overcome this limitation. Reported in literature a range of approaches that used to automate the algorithm design based on selecting or combining different algorithmic components. An example of automatic design, grammatical evolution (GE) has been used to evolve an algorithm such as presented by [8] for evolving data mining algorithms, and [9] used GE for evolving new local search algorithms for the bin-baking problem. In this paper, we propose a framework to evolve the design of adaptive EA, GE is adopted as the design methodology which can simply and automate the design of adaptive EA that works well across different problems.

II. BACKGROUND

Each EA has its predefined set of parameters which are usually fixed and their values should be initialized before an execution. According to the no free of lunch theorem [10], no optimal algorithm configuration exist for solving all problems. Therefore, an algorithm needs to have parameters to be adaptable with respect to the problem at hand. However, the problem of finding optimal parameter configuration for an
algorithm is not trivial and can be seen as an optimization problem which encounters with the difficulty of manual parameters configuration. Therefore, finding a new configuration approach such as automatic parameter tuning is always in demand. Currently, the study of techniques for automatic parameter tuning is an active research area [4, 5, 11, 12]. These techniques can roughly be divided into parameter tuning and parameter control [12]. The former one means the parameter values are assigned before the algorithm execution, whilst the later means the values are not fixed and subject to change during the algorithm execution. According to [12], the parameter control can be further classified into Deterministic, adaptive and self-adaptive parameter control. In short, the deterministic parameter control means the parameter value assigned based on deterministic rules with no knowledge about the search progress. On the other hand, self-adaptive parameter control combines the search of optimal parameter values with the solution search i.e. encode the parameter values in genome to enable them to co-evolve with the solutions. Adaptive parameter control separates the search for optimal parameter values from the solutions search, and monitors an algorithm properties during the optimization process and adjusts the parameter values accordingly.

A. Adaptive EA Design Model

Over the past two decades, a wide variety of Adaptive parameter control has been proposed with several adaptation strategies. A compressive study of the research diction of parameter control methods has been shown a great momentum of research conducted in the field in the recent years [4, 5, 13, 14]. In the context of EA, more sophisticated literature reviews, such as [4, 15], have focused on studying the design structure of the existing APC methods and tried to decompose the APC process into several elements or components, the components that play an important role, to generalize the design strategies of the most existing APC methods. Corriveau et al. 2016 [15] divides the adaptive parameter control process in EA into four basic elements, namely, parameters involved (the type and states of the parameters involved), feedback indicators (used to evaluate the impact of the current state of the involved parameters), credit assignment scheme (used to convert feedback information into a suitable reward) and parameter selection rule (used to update parameter states).

Aleti et al. 2015 [4] proposed a more sophisticated and comprehensive conceptual model of APC which also consists of four main components. Figure 1 illustrates the general algorithmic flow and components involved in the adaptive EA [4]. The algorithm starts with a population (initial solutions). This population is evolving during the algorithm execution until the stopping criterion is reached. The EA parameters, such as population size, genetic operators and the probabilities of performing of the genetic operators, the number of offspring, etc., can be adjusted by the parameter control methods. At each cycle in the optimization process, the generated solutions are evaluated by using the fitness function(s), which provides valuable information about the algorithm performance as a feedback to guide the parameters control method. These kinds of information can be processed in the feedback collection strategy, which can measure and records a specific property of the algorithm performance during the execution i.e. phenotype/genotype quality and phenotype/genotype diversity etc. [28] measure the algorithm performance using the fitness difference between the created solution(s) and its parent(s). Reference [26] used the weighted sum of the solution improvement and the diversity of the offspring assigned as the Hamming distance. [27] introduced a different diversity measure which estimates the distribution of the solutions in the search space, by calculating the Euclidean distances of the selected solutions to the best solution so far.

The feedback information can be used by effect assessment strategy to assess the cause of a change of the properties of the solutions during the run by measuring the effects of each parameter values on the algorithm performance. The parameter control utilizes the effect assessment information to determine which parameter values will potentially perform well in the future iterations by using a specific rule. The main differences among the existing effect assessment methods is how they evaluate the success of parameter values i.e. the effect assessment method presented in [16] calculates the effect of the parameters using quality differences between the generated solutions compared to their parents, whilst [17] used the overall best solution and [18] used median. A brief description of each APC components and its related strategies, adopted from [4], is presented in Table 2. However, the next component is the quality attribution strategy, which is built from the rules used in the effect assessment strategy. The parameter quality attribution is useful to estimate the quality of parameter values as it can help to choose the next parameter values. Finally, the parameter selection strategy is used to determine which the parameter values will be used for the future iterations.

To illustrate the Adaptive EA model, consider the Integrated-Adaptive Genetic Algorithm (IAGA) [6] as an example. The authors adjust genetic operators and their rates. In the feedback collection strategy, they used phenotype feedback by considering the fitness of the solutions. In the effect assessment, two different effect assessment have been applied, namely, best solution effect and ancestor solution effect. A reinforcement-based rate adaptation model is applied to measure the quality of the parameter values and can be categorized as learned quality attribution. Finally, the author used the proportional selection of reinforcement values of the operator rates to be used in next iterations. From the previous example and other examples presented in table 1. We can see a degree of variation in adapted EA design and find a combination of some existing strategies is also possible. However, classifying the existing adaptive EA based on decomposing it into several components and strategies can help to develop an optimized variant of EAs, especially when an automatic algorithm designed approach is used; then the task can be much easier.
programming capable of generating a variable length code in any language by using a leaner genuine system representation. The GE uses Backus Naur-form (BNF) specification language to represent a grammar which is used in genotype to phenotype mapping process to generate a complete program from the genotype binary string.

III. FRAMEWORK

As aforementioned, EAs search performance is highly sensitive to its structure and parameters settings. Therefore, the performance of any EAs can be potentially improved by automatic adjustment of its structure/parameter setting. We introduce a framework to automate the design of adaptive EA based on grammatical evolution. The proposed framework can be used to evolve adaptive EAs by adopting different APC strategies from literature [4]. The framework is composed of two main components (see Figure 2): GE optimizer and adaptive EA. The main task of GE optimizer is to evolve individuals that encode effective APC strategies for the adaptive EA. Whereas the Adaptive EA component represents the implantation of many possible adapted EA architecture based on the newly generated APC strategies (GE individuals) from GE optimizer. The component is necessary for evaluating the generated solutions by assigning fitness to each individual by training it on problem instances. Without loss of generality, let’s take the traveling salesman problem (TSP) as an example to evolve an adaptive EA for TSP. The generated solutions can be evaluated by assigning each generated APC strategy to a single Adaptive EA, then measure their fitness using TSP problem instances such as eil76, pr76,..., gr96.

The GE optimizer adopts the standard architecture of GE, which consists of BNF Grammar, Search engine and Mapper function. The description of each them will be presented in the following subsections:

### B. Automatic algorithm design using button-up approach

Recently, several approaches for automating the metaheuristics design were developed, by both researchers and practitioners. Two main approaches for automatic algorithm design have been defined by [23], namely, top-down approach and bottom-up approach. The former one uses a parametrized algorithmic framework to generate an algorithm by starting with a general procedure and integrating different high-level algorithmic components [24]. On the other hand, the bottom-up approach is used by grammar-based genetic programming [8, 9, 23]. In this approach, the design of the algorithm is carried out by defining a context-free grammar, and the design space is represented by a set of production rules. The advantage of this approach is the ability to combine a valid algorithmic component in more fine-grained than top-down approach. Reference [25] used a genetic programming to design a hybrid large neighborhood search algorithms for solving vehicle routing problem by applying crossover and mutation of a predefined set of terms derived from the grammar. References [8, 9, 23, 26] used a grammatical evolution [27], a variant kind of genetic programming, to generate a complete algorithm by composing a predefined set of algorithmic components. Grammatical evolution (GE) [27] is a grammar-based genetic
Search engine: GE uses a standard genetic algorithm as its search engine [27]. The chromosome (genotype) is represented by variable length binary string. The gene in each chromosome (so-called codon) has 8-bit binary values which are later decoded into an integer (in the range between 0 to $2^8-1$). Repeatedly, the integer values produced by a chromosome can be used to convert all terminals to non-terminals symbols via a mapper function. The fitness of each chromosome is then evaluated by executing its corresponding program. In general, the method that searching the best program in GE is usually performed on the basis of evolutionary manner, whilst different search methods can also be applied and tested as optimizer i.e. [23] used irace [28] to search the grammar space using the same codon-based representation.

BNF grammar: The BNF grammar should be defined according to the four adaptive parameter control components and their strategies, namely, feedback collection (FC), effect assessment (EFA), quality attribution (QA) and selection (SE). The four components have been selected based on the conceptual model proposed by [4], which are reflecting the actual design of variant APC strategies of adaptive EA in the literature. Each of these components has its own set of adaptive parameter control strategies accompanying with a set of methods/rules for each strategy. Table 2, illustrates the existing APC strategies. However, the BNF grammar can be formulated as a tuple $(T, N, S, P)$, where $T$ denotes to terminal sets (in our case the high-level APC strategies), $N$ denote to non-terminals set (a set of rules and set of EA parameters), $S$ is the start symbol and finally $P$ denotes to the production rules that maps the elements of $N$ to $T$ (in our case, the production rules that used to generate a variant kinds of APC strategies). Figure 3 shows an example of possible BNF grammar definition which consists of terminal, non-terminal and production rules.

![Fig. 2. The proposed framework](image)

### Table 2 Adaptive parameter control strategies description

<table>
<thead>
<tr>
<th>APC component</th>
<th>Strategy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Feedback collection (FC)</strong></td>
<td>Phenotype (p)</td>
<td>Refers to the fitness function of solutions.</td>
</tr>
<tr>
<td></td>
<td>Phenotype diversity (pd)</td>
<td>To measure the diversity in the solutions</td>
</tr>
<tr>
<td></td>
<td>Genotype (gt)</td>
<td>The information about the solution components of a given solution.</td>
</tr>
<tr>
<td></td>
<td>Genotype diversity (gd)</td>
<td>To measure the diversity in the solution components over a set of solutions.</td>
</tr>
<tr>
<td></td>
<td>Feasibility (fc)</td>
<td>To measure the feasibility of solutions</td>
</tr>
<tr>
<td></td>
<td>Computations (co)</td>
<td>Refers to the value of time, generations or function evaluations</td>
</tr>
<tr>
<td><strong>Effect assessment (EFA)</strong></td>
<td>Ancestor effect (ae)</td>
<td>Refers to the change in the current solution(s) properties comparing to its (their) parent(s).</td>
</tr>
<tr>
<td></td>
<td>Population effect (pe)</td>
<td>Refers to the change in the current solution(s) properties comparing to the population.</td>
</tr>
<tr>
<td></td>
<td>Best effect (be)</td>
<td>Refers to the change in the current solution(s) properties comparing to the best solution.</td>
</tr>
<tr>
<td></td>
<td>Worst effect (we)</td>
<td>Refers to the change in the current solution(s) properties comparing to the worst solution.</td>
</tr>
<tr>
<td></td>
<td>Median effect (md)</td>
<td>Refers to the change in the current solution(s) properties comparing to the median solution.</td>
</tr>
<tr>
<td></td>
<td>Current effect (ce)</td>
<td>Use the current solution(s) properties to measure the effects of the parameter value</td>
</tr>
<tr>
<td><strong>Quality attribution (QA)</strong></td>
<td>Immediate (iq)</td>
<td>Refers to the properties of the current solution.</td>
</tr>
<tr>
<td></td>
<td>Average (aq)</td>
<td>Refers to the average change in the properties of all or (a group of ) solutions.</td>
</tr>
<tr>
<td></td>
<td>Extreme (eq)</td>
<td>Refers to the best change in the current solution(s) properties.</td>
</tr>
<tr>
<td></td>
<td>Learned (lg)</td>
<td>Use an AI or machine learning techniques to estimate the quality of parameter values.</td>
</tr>
<tr>
<td><strong>Selection (SE)</strong></td>
<td>Quality proportionate (gp)</td>
<td>Use parameter values quality to estimate the selection probability of each parameter value for next iterations.</td>
</tr>
<tr>
<td></td>
<td>Quality proportionate with minimum probability (qgpmp)</td>
<td>To avoid missing inferior parameter values, a minimum selection probability is assigned to each parameter value.</td>
</tr>
<tr>
<td></td>
<td>Greedy (gs)</td>
<td>A greedy mechanism is used to estimate the best parameter value.</td>
</tr>
<tr>
<td></td>
<td>Deterministic (ds)</td>
<td>A deterministic rule is used to assign the parameter values based on their quality.</td>
</tr>
</tbody>
</table>
**Mapper function:** The mapper function converts the genotype to phenotype by taking a binary string and BNF grammar as input and map it to the corresponding program. The mapping process can be performed using the following formula:

\[
\text{Rule} = (\text{codon integer value}) \mod (\text{the number of for the current non-terminal})
\]

To illustrate how the mapping process is performed, consider the individual in figure 4. The integer values will be used to look up figure 4, which describes the BNF grammar example. To perform the divination we should start from the starting symbol <APC> (see figure 5), it can be noted that there are two production rules to be chosen. We can read the first codon “11011101” from the binary chromosome and use it to generate the integer number 221. The number will be used to choose the production rule to use based on the following:
By using the mapping rule defined earlier, 221 MOD 2= 1 means that we must select the production rule no 1 so that <APC> will be replaced by:

<Param><Strategy>;<APC>

Considering the leftmost divination, we should start with <Param> terminal, which has 2 possible production rules as following:

(1) <param>::=<Select_param>; (0)
|<Select_param>+<param> (1)

The rule choice must be made by reading the next codon number 111 and again using the mapping rule we get 111 MOD 2= 1 i.e. rule (1). Therefore, the production rule <param> must be expanded and replaced by <Select_param>+<param> to obtain:

<Select_param>+<param><Strategy>;<APC>

New, the leftmost non-terminal <Select_param> will be determined by the next codon number 67, so we have 67 MOD 6= 1 which means that the non-terminal <Select_param> will be replaced by Crossover_opr. We have the following:

Crossover_opr+<param><Strategy>;<APC>

Repeatedly, the mapping process continues until all terminals expanded to non-terminals. The non-terminals can be generated in the form shown in figure 4, as they include two different strategies that assigned to four parameters of EA, namely, Crossover_opr, Mutation_opr, Crossover_rate and Mutation_rate. The first three parameters (Crossover_opr, Mutation_opr and Crossover_rate) share the same APC strategy {pt,be,iq, qpwmp} which represents the phenotype feedback collection, best effect assessment, immediate quality attribution and quality proportionate with minimum probability, respectively. The phenotype feedback or solutions fitness to provide a major feedback information. The best effect assessment can use the best fitness frequency (bff) method [17] to measure the frequency distribution of the fitness values of the current population. The value of bff indicates either successful (low bff value) of the parameters effect on the search state or stagnation in local optimum (high bff value). However, the immediate effect is used here as quality attribution. The geometric progression method [29] can be used for quality proportionate with minimum probability in the selection component.

The Mutation_rate uses different strategy, {gtd,ae+current, iq, q}, to control its parameter values. The genotype diversity is selected for the feedback collection, which can be calculated using i.e. the Euclidean distance of the solutions to the best solution [17]. A combination between ancestor and current effect assessment is used to measure the effects of Mutation_rate parameter values on the search state. The quality attribution and selection components use similar strategies that used by Crossover_opr, Mutation_opr and Crossover_rate.

IV. CONCLUSION AND FUTURE WORK

In this paper, a framework for the automatic design of adaptive evolutionary algorithms using grammatical evolution is proposed. The key decision in the development of the framework is the definition the BNF grammar used by GE. As they will decide which APC strategy will be used in the design of adaptive EA. In this paper, we utilize the adaptive parameter control model [4] in defining the BNF grammar. The adaptive parameter control model was built based on a sophisticated review of the current adaptive parameter control strategies. The great momentum of the research in the field has shown a potential to improve evolutionary problem solvers.

Our future work will focus on showing that if the proposed framework can evolve the design of adaptive EA. Thus, to validate our ideas, the future work will be allotted in 1) the framework development, 2) learning and 3) the validation of the applicability of the framework.

The framework development will consider the design of GE optimizer that includes the definition of the BNF grammar for the APC strategies. The implementation of adaptive EA considering bespoke APC strategies and the define of suitable BNF grammar will be also performed in this phase. The learning process will be performed using different problems to test the generality of the framework. The learning process will produce a set of evolved adaptive EA designs for each problem, However, to test the validity of the framework, a set of experiments will be performed to measure the performance of the evolved adaptive EAs.
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